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Innovate Responsibly

digital ethics 



WHO: Ethics and AI (2021)



WHO has adopted it as preferred 
approach to digital Ethics 

AI systems should be 
designed demonstrably and 
systematically to conform to 
the principles and human 
rights with which they cohere

designed to assist humans

09-10-2020
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• >>“Design for values” is explicit 
transposition of moral and social 
values into context-dependent 
design requirements



Aligned with EU Values for AI

 Human agency and oversight
 Technical robustness and safety
 Privacy and data governance
 Transparency
 Diversity, non-discrimination and 

fairness
 Societal and environmental well-

being
 Accountability



European Foundations
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An approach to AI 
Ethics 
that is gaining ground:
“Think Design”

Specification, Operationalization in terms of 
requirements Does not replace

critical moral analysis, 
ethical debate, 
philosophical reflection



Paul Nemitz on AI

 In order to protect and strengthen 
Western Liberal democracies in the Age 
of AI and the core trinitarian idea of 
‘human rights, rule of law and 
democracy’ we need “ a new culture of 
technology and business development 
…which we call human rights, rule of law 
and democracy by design” 



EU VALUES BY 
DESIGN WITH 
AI
VALUE/ DESIGN
NEXUS

IF WE DO NOT DESIGN FOR  WHAT 
MATTERS: IT WILL NOT HAVE A PLACE IN 
TOMORROWS WORLD
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Designs are 
value laden



Values are 
Design 
Consequential
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Artefacts
Architectures

Materials
Standards
Security
Systems

Infrastructure

Express
Implement

Justify
Audit

Values
Norms
Laws
Ideals
Ethics

Principles

Responsibility
Privacy

Accountability
Agency

Autonomy
Sustainability

Safety
Security

Computers
Oiltankers
Airplanes
Reactors
Roads

Internet
Electricity 

Grids
Hospitals
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Design for X
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Values

Norms

Policies

Mechanisms

Protocols

Design requirements

High Level supra-
functional 

requirementsl
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Design 
requirements

Norms

Values Privacy
y

Risk 
mitigatio

n

Coarse 
graining

Data 
clustering

Pseudony
mization

Accounta
bility

Data 
quality Security
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Sustainability

Intergenerational justice

Sustain availability of 
fuels

Effective fuel

Renewable

Reliable supply

Competitive price

Reduce greenhouse gas 
emissions

High energy efficiency

No additional 
greenhouse emissions 

from cultivation, 
production and 
transportation

Avoid increase in other 
environmental problems

No increased use of 
fertilizer and pesticides

No over-use of water 
and of other inputs

No increased air 
pollution

Care for nature

Maintain biodiversity

Cultivation should not 
have negative effects 

on biodiversity

Intragenerational justice

Avoid (additional) 
increase in food prices

Non-edible

No competition for 
agricultural land and 

other inputs

Provide opportunities to 
developping countries

Can be produced in 
developping countries

Can be produced on 
small scale and with 
limited investments

Ensure just reward

Flexible use of license 
agreemnets for IP 

(intellectual Property)

Should not detoriate
working conditions for 

farmers

Diagram Ibo vd
Poel
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The importance of Conceptual 
Engineering
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1
• Conceptual Engineering
• Moral Values: non-functional requirements

2
• Requirements Engineering
• Functional decomposition

3
• Engineering Design
• Protypes and validation



Innovations in Privacy by design



9 | Licht op de digitale schaduw
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Coarse graining through 
clustering

Monreale et al. clustering spatio-temporal 
trajectories: so that it remains possible to gauge 

the traffic in a city (utility), while making it 
impossible to e.g. stalk an individual citizen 

(privacy).



K-anonymity



Differential Privacy









Responsible Innovation with AI 
>>If you can change the world with AI 

innovations today, so that you can meet 
more of your responsibilities tomorrow, 
you have responsibility to innovate with AI 
today<



Delft Digital Ethics Centre

Where first-rate philosophy meets 
excellent engineering



A growing research 

community of 30+ TU 

Delft researchers in the 

field of ethics and 

philosophy of digital 

technologies

33
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Value hierarchy 
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Examples of value hierarchy 
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Value driven 

Interdisciplinary 

Collaborative 

Aiming for innovations that address 
pressing societal and environmental challenges
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Ethics and philosophy 
of digital technologies 

Research 
community 

of values central to the 
responsible 

development and use 

Conceptual 
understanding

Translating values into 
actionable design 

requirements

Applied       
projects 

Design for Values Conceptual Engineering

Dealing with Value Conflicts by 
Design

Values as (non) functional 
requirements

Responsible Innovation
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Current successes together with our partners 

Indicate
• EU project, 

federated learning 
for ICU data 

• EMC in the lead 

ICAI lab
• Bringing 

responsible AI to 
the clinic

• EMC, TU Delft, 
SAS 

RIGH:T consortium
• Clinical validation of 

GenAI – ambient 
listening

• Hospital lead 
consortium

CRAIHC 
• International 

Conference 
Responsible AI in 
Healthcare 

• September 11 and 
12, 2025

• Rotterdam

Neuro - AI
• Positioning paper 

with WHO

• In collaboration 
with EU 
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Our approach to Responsible AI for Healthcare

Collaborate
Actively set-up 

networks
Integrate ethics by 

design

Speed Scale Strategic 
autonomy 



Thank you 
We are looking forward to collaborating even more in the near future 
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