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A B S T R A C T

Historically, research on the cognitive processes that support human memory proceeded, to a large extent,
independently of research on the neural basis of memory. Accumulating evidence from neuroimaging, however,
has enabled the field to develop a broader and more integrative perspective. Here, we briefly outline how
advances in cognitive neuroscience can potentially shed light on concepts and controversies in human memory
research. We argue that research on the functional properties of cortico-hippocampal networks informs us about
how memories might be organized in the brain, which, in turn, helps to reconcile seemingly disparate per-
spectives in cognitive psychology. Finally, we discuss several open questions and directions for future research.

1. Introduction

A key goal of any theory in cognitive neuroscience is to provide a
coherent and compelling account of the relationship between neural
phenomena, cognitive processes, and behavior. The field of memory
can be seen as one of the major success stories in cognitive neu-
roscience, as there has been a long history of productive research on
patients with amnesia, neuroimaging studies of healthy individuals, and
corresponding research in animal models. It is often not clear, however,
how to reconcile this rich body of evidence with concepts from cogni-
tive psychology. For many years, the field had suffered from a kind of
dualism, in which psychologists tended to explain phenomena in terms
of theories about cognitive processes, and neuroscientists tended to
favor descriptive taxonomies of different “memory systems”. In the past
few decades, however, the two approaches have converged to a point in
which we can arrive at a more unified view of memory processes at
both the functional level of analysis and their neural basis.

The goal of this mini-review is to provide a synopsis of consistencies
in the cognitive neuroscience literature, and we then describe how
these findings might relate to theoretical constructs and phenomena
discussed in cognitive psychology. We begin with a brief overview of
the functional organization of cortico-hippocampal networks in the
brain, and we then apply the organization of these networks as a fra-
mework for understanding cognition.

2. Representational structure of the medial temporal lobes

Virtually every account of how the brain forms memories for events
focuses on the medial temporal lobes [1], and in particular the hippo-
campus. Many past reports have used the terms “hippocampus” and
“medial temporal lobe(s)” interchangeably, such that the perirhinal
cortex (PRC), parahippocampal cortex (PHC), and entorhinal cortex
(EC) are treated as part of the “hippocampal system” or the hippo-
campus is treated as part of the “medial temporal lobe memory system”
[2]. The grouping of regions in the medial temporal lobes is, to some
extent, an accident of history (see Murray and Wise [3]; Inhoff and
Ranganath [4] for review), and there is near-consensus that the hip-
pocampal formation supports memory in a manner that differs from the
perirhinal and parahippocampal cortex [1,5–11].

There are at least two ways to conceptualize the differences between
the hippocampus and MTL neocortical areas. According to the
“Complimentary Learning Systems” (CLS [12]) framework, and related
views [13], the hippocampus and neocortex differ in terms of compu-
tational specializations. CLS proposes that the hippocampus is unique in
that the various hippocampal subfields implement complementary
computations – the dentate gyrus is proposed to encode sparse re-
presentations, such that similar events have minimal representational
overlap (“pattern separation”) [14–16]. The CA3 subfield, conversely,
is proposed to support reinstatement of stored memories from partial or
degraded cues in recurrent collateral networks (“pattern completion”)
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[17,18]. In contrast to the hippocampus, the CLS framework proposes
that neocortical areas encode information more slowly, with over-
lapping representations that support generalization across similar
events.

Though most of the impetus for this model has come from compu-
tational simulations [12,19], electrophysiological recordings in rodents
[20] and human fMRI studies [21] have provided indirect evidence for
hippocampal pattern separation. Evidence for the pattern completion
side of the story has been far more limited (but see Horner et al. [22];
Neunuebel et al. [20]). The CLS model is not without challenges,
however. As is articulated in the representational-hierarchical theory
[23], “pattern separation” may not be exclusive or even especially
unique to the hippocampus. Indeed, there is evidence to suggest that
fMRI activity thought to relate to hippocampal pattern separation in
humans is also present in PRC, PHC, and EC [11].

Other models emphasize differences between the kinds of in-
formation that is represented by the hippocampus and neocortical
areas. For instance, many theories propose that the hippocampus plays
a unique role in representing associations amongst learned items
[1,5,24] or provides a contextual code that specifies the relationships
between the items in space and time [25–27]. The “Binding of Items
and Contexts” (BIC) model [1,7,28] builds on these ideas by ad-
ditionally proposing that the PHC encodes information about the spatial
as well as the situational context in which items are encountered (see
also: Aminoff et al. [29]; Davachi [6]; Eacott and Gaffan [8]; Knierim
[30]; Hayes [31]; Mayes et al. [32]. The hippocampus, in turn, is
proposed to represent how item or object-level representations in the
PRC relate to one another within the dimensions of the contextual space
specified by PHC. More recent formulations have additionally proposed
that the hippocampus may intrinsically represent temporal information,
or more specifically, the relative sequence of items that is encountered
in a particular context [27,33,34].

Consistent with the BIC model, differences in domain-selectivity
between PRC and PHC are well documented in the neuroimaging lit-
erature, with the former showing sensitivity to items or objects and the
latter showing sensitivity to scene content and spatial or nonspatial
contextual information [35–39]. Hippocampal activity, on the other
hand, is sensitive to successful encoding and retrieval of spatial, tem-
poral, and situational information, and hippocampal activity patterns
carry detailed information about particular objects-in-context
[21,22,40–44]. It is worth noting that there is no universally agreed-
upon way of defining “context”. However, recent work has advocated
for a few basic tenets a context should satisfy, such as temporal stabi-
lity, moderate associative complexity, and behavioral relevance with
respect to more transient and individual “items” we might encounter
within that context [136].

At first glance, the BIC and CLS models may seem incompatible, but
they are not mutually exclusive. The available evidence supports the
idea that MTL cortical areas are sufficient to support distinct item-based
and contextual representations, and there is good evidence to support
the idea that the hippocampus facilitates resolution of interference
among these representations. In other words, the unique role of the
hippocampus in memory might reflect both its computational specia-
lizations for pattern separation/completion, and its ability to operate
over both high-resolution information about the currently processed
item(s) within the current spatial, temporal, and situational context.
Moreover, depending on the cognitive demands at any given moment,
the balance of item and context inputs to the hippocampus may vary.

3. Representation in broader cortico-hippocampal networks

Although a great deal of research in the cognitive neuroscience of
memory has focused on MTL regions, there are a number of extra-MTL
neocortical areas that are engaged during episodic retrieval. For in-
stance, the angular gyrus, retrosplenial cortex, and precuneus reliably
show activity enhancements during successful episodic memory

retrieval, and the magnitude of activation in these regions during re-
trieval is linked to the subjective vividness of recollection (for a review,
see Rugg and Vilberg [45]). These findings have made it increasingly
apparent that a focus on highly localized hubs in the brain is insufficient
to explain the rich and dynamic nature of learning and remembering.

We [4,46,43] recently proposed that the PHC is a key component of
a posterior medial (PM) network that also includes retrosplenial, pos-
terior cingulate, medial parietal, and ventrolateral parietal cortex; PRC,
in turn, is situated in a broader anterior-temporal (AT) network that
includes ventral temporopolar cortex, anterior fusiform cortex, the
amygdala, and the lateral orbitofrontal cortex. In addition to anato-
mical connections among regions in these respective networks, it is
important to note that regions within the AT and PM networks show
highly correlated activity patterns over time across a variety of states
(i.e., “intrinsic functional connectivity”; [47–49]. Studies of anatomical
connectivity in animal models and intrinsic functional connectivity in
humans converge in suggesting that connectivity is higher amongst
regions within each network than it is across networks. Given that
functional specialization in the neocortex is thought to depend on the
“connectional fingerprint,” or unique pattern of connectivity for a given
region [50,51], the findings suggest an anatomical basis for functional
differentiation between regions in the PM and AT networks.

Evidence regarding the functional characteristics of the PM and AT
networks has been reviewed in depth in recent papers [4,43,46].
Briefly, this work suggests that the PM and AT networks exhibit char-
acteristics that are directly related to the representational differences
between the PHC and PRC, respectively Inhoff and Ranganath [4].
More specifically, the evidence outlined by Inhoff and Ranganath [4],
and by Ranganath and Ritchey [43,46] indicates that the PM network
may encode contextual associations that are used to generate a re-
presentation of the spatial, temporal, and broader causal relationships
between different elements of an event (i.e., contextual elements can be
used to generate a “situation model,” which we discuss in more detail
below). The AT network, in turn, encodes semantic and perceptual in-
formation about the attributes and motivational significance of people
and objects (i.e. “entities”).

It is important to note how a focus on distributed cortico-hippo-
campal networks can provide a broader perspective that differs from
simply focusing on regions within the MTL. The world does not come
with labels for “objects” and “scenes” or for “items” and “contexts”, so
incoming sensory information must be processed in different ways to
culminate in the distinct representational properties observed in MTL
cortex. Moreover, the process of reconstructing and re-experiencing a
past event depends critically on an interaction between recovery of
information about items encountered in a specific event context and
general knowledge about the structure of real-world events [52,53].
Moreover, information about past events is often required in order to
generate and update semantic knowledge [54] that is used to plan for
the future [55] or to make inferences about the hidden characteristics
of people and things.

To help clarify the relative roles of PRC, PHC, and the PM and AT
networks, consider an overly-simplified cartoon example. Walking
through a building, visual context information represented by PHC
might be used to orient oneself relative to one’s knowledge of the to-
pology of the building, accessed via a spatial situation model [56]
supported by activated representations in extra-MTL PM cortical areas,
such as retrosplenial cortex, posterior cingulate, and precuneus. Upon
encountering a familiar person in the room, activation of the corre-
sponding PRC representation of the person’s face can be linked with
knowledge about the person’s traits, via activation of representations in
AT network areas, such as the amygdala and temporopolar, orbito-
frontal, and insular cortex [57]. Although this account undoubtedly
underestimates the complexity and dynamics of brain activity during
even a simple event, it helps to illustrate how representations in the
MTL can be understood as parts of a whole that are instantiated in
distributed cortical networks with distinct but complementary
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cognitive functions (see Kravitz et al. [58]; Livne and Bar [59]; Nadel
and Peterson [60] for related views). In sum, the broader network
perspective can give us “why” and “how” in addition to “what” and
“where.”

4. How does an understanding of cortico-hippocampal networks
illuminate key aspects of memory?

Having discussed the organization of cortico-hippocampal systems
and the sorts of representations they seem to support, we can now turn
to how these ideas might relate to major themes and phenomena in
cognitive psychology. Below, we consider some major distinctions and
topics from memory research, noting how these different perspectives
of memory phenomenology are informed by cortico-hippocampal net-
work dynamics.

4.1. Recollection- and familiarity-based recognition

Many theories have proposed that people can recognize a person or
thing based on two processes: by sensing the overall strength of its
match with the contents of memory (“familiarity”), or by recalling
specific details associated with the context in which that person or thing
was last encountered (“recollection”) [61–65,131]. In a typical la-
boratory study, recollection- and familiarity-based recognition are as-
sessed by having the subject discriminate between studied and un-
studied items using confidence ratings [65] or “Remember/Know”
judgments [132]. One way to think about these decisions is that a
participant is shown an item, and s/he must indicate whether the item
cues retrieval of contextual information (“recollection”), or if it instead
recognized due to fluency of processing or the overall strength of the
memory elicited by the item (“familiarity”).

If familiarity is based, at least in part, on item strength or fluency of
item processing, we would expect that it should reflect activation of
representations in PRC [1,7,66]. A key property of PRC is representa-
tion of the perceptual and/or conceptual features of objects Clarke and
Tyler [35]. A common finding in the literature is that, during learning,
PRC activation scales positively with memory confidence when the item
is subsequently tested (e.g., [67,68]. Interestingly, during retrieval, we
see the opposite finding, such that activity is reduced with increasing
familiarity (e.g., [69,70]. A popular interpretation of this phenomenon
is that more activation during encoding leads to a stronger item re-
presentation, and stronger representations lead to faster processing at
retrieval, such that activation is reduced in duration or magnitude [71].
Faster, and more efficient processing at the neural level should give rise
to more fluent processing of the corresponding item at the behavioral
level. Fluency of item processing, in turn, can be attributed to famil-
iarity for that item [72]. It should be noted that, although familiarity is
usually discussed in relation to items, there is evidence to support the
idea of context-based familiarity as well [73]. Context-based familiarity
might be related to the phenomenon of memory distortion, which we
discuss later in this review.

Whereas familiarity might simply reflect the strength of re-
presentations in PRC and PHC and affiliated brain regions, recollection,
in turn, might reflect more complex dynamics. In general, it is thought
that recollection involves retrieving contextual associations among
items or concepts, and retrieving a particular episode based on these
associations. Accordingly, during learning, we would predict that the
hippocampus should encode memory traces that link inputs about
specific items (conveyed via PRC) with temporally contiguous inputs
about the context in which the item was encountered (conveyed via
PHC and other regions in the PM network). We would expect that the
hippocampus would assign distinct representations to similar items that
were encoded at different times due to pattern separation and the dif-
ference in contextual information associated with each item. During
retrieval, input about the item cue from PRC could drive hippocampal
pattern completion, thereby leading to reactivation of associated

context representations in PHC and of representations of other items
encountered during the event, via PRC [7,74]. Activation of these re-
gions, in turn, would be expected to instantiate reactivation of higher-
level semantic relationships with that item in the AT network and re-
covery of the corresponding situational context via reinstatement in the
PM network.

Putting this all together, one can make a strong case that recollec-
tion and familiarity are related to different neural dynamics, but these
differences do not boil down to a clean distinction between the hip-
pocampus and neocortex. Moreover, our understanding of episodic
memory retrieval becomes clearer when we consider not only the roles
of PRC and PHC, but also the broader cortico-hippocampal networks of
which they are components, that allow recollected information to be
reconstructed into a coherent episodic memory. For example, famil-
iarity-based memory has been found to modulate activity in AT regions
including the temporal poles [75,76] and orbitofrontal cortex [77],
whereas recollection-based recognition drives activity in PM regions
such as the angular gyrus and precuneus [45]. Activity in the extended
PM and AT networks may be especially relevant to the subjective ex-
periences of familiarity and recollection, which are likely to reflect
access to information about semantics and situational context.

4.2. Episodic and semantic memory

Tulving [78] proposed that there is a fundamental distinction be-
tween episodic memory, which supports representations of past events
that are specific to a place and time, and semantic memory, which
supports generalized knowledge [78]. Though this distinction remains
controversial, our current understanding of cortico-hippocampal net-
works provides some insight into how to conceptualize these forms of
memory.

An important prediction of the PMAT framework is that there are at
least two qualitatively and neurally dissociable forms of semantic
knowledge. As noted above, there is considerable evidence to suggest
that regions in the AT network support perceptual and semantic
knowledge about objects Clarke and Tyler [35], whereas PM regions
may support the kind of relational semantic knowledge that is used to
build situation models. The distinction between entity- and situation-
based semantic knowledge can be contrasted with the general use of the
term “schema,” to refer to virtually any form of organized semantic
knowledge [79].

A strong dissociation between semantic knowledge putatively re-
presented by the PM and AT networks was recently observed in an
elegant study by Boylan et al. [80]. In this experiment, participants
were presented with word pairs and instructed to link nouns, which
varied in whether they were linked with one another by attributes (e.g.,
“zebra clam” which denotes a type of striped clam) or relations (e.g.,
“mountain lake” which denotes two things that are situationally
linked). The authors reported greater anterior temporal lobe engage-
ment during attributive linking and greater angular gyrus engagement
during relational linking, consistent with different aspects of semantics
arising from different cortical networks. Importantly, we propose that
PM and AT networks are not simply locked into maintaining specific or
general representations. Generality in either network can arise from
overlap among features, which is not mutually exclusive with re-
presentation of specificity in these networks.

A second key prediction of the PMAT model is that real-life episodic
memory builds on a scaffold that is provided by semantic knowledge in
the PM and AT networks. Whereas recollection-based recognition relies
on brief reactivation of a past context, recall of an entire episode re-
quires one to reconstruct the events that unfolded over a sustained
period of time. Many theories suggest that this entails generating a si-
tuation model in which one assigns particular entities to roles that
specify how they would relate to one another in a particular context
[81]. Rather than a representation of space and time (i.e., spatial or
temporal contextual elements), a situation model is a higher-order
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cognitive representation used to encode or retrieve a particular state of
affairs [82].

We hypothesize that the PM network essentially provides the event
scaffold at different levels of abstraction (context, situation model, and
schema), whereas the AT network contributes specific local re-
presentations as well as semantic information that is laid onto that
scaffold. To illustrate how this process might work, consider a simple
example of remembering a birthday dinner. To begin the process, you
first construct a “birthday” situation, which constrains the subsequent
local and contextual features that can occupy that situation, and which
is itself constrained by the types of things that happen in your schema of
a birthday dinner (perhaps disproportionately supported by ven-
tromedial prefrontal cortex). Concurrently, you generate a semantic
framework for local item features, such as general birthday decor,
candles, and cake provided by the AT network. In the absence of a
functioning hippocampus, one would expect the retrieved memory to
be vague and schematic. The story changes, however, if processing of
the birthday schema and relevant retrieval cues drives hippocampal
pattern completion. In this case, we would expect hippocampal feed-
back to drive reinstatement of activity patterns in the PM and AT net-
work that approximates the trajectory of activity states in these net-
works during processing of a specific birthday event (Fig. 1). Thus,
hippocampal feedback can enable reactivation of specific contextual

information (e.g., which room you were in when you blew out your
candles, and how the party attendees were spatially arranged) and
specific information about local entities (e.g., the flavor of your cake,
and your relation to the particular person was sitting to your left) that
constrain the general situation model to a particular event. Importantly,
these specific details need not be true. We might expect that the like-
lihood of inserting erroneous details into the reconstructed event de-
pends on the degree to which hippocampal feedback can effectively
constrain patterns of activity within cortical regions [83], or the extent
to which the target details interfere with other stored representations.

4.3. Autobiographical memory

The hippocampus and PM network are often found to be engaged
during autobiographical retrieval (e.g., [84–86], whereas the con-
tributions of the AT system are less clear. Theoretical accounts, how-
ever, emphasize both semantic and episodic components of auto-
biographical memory [87], thereby raising an interesting question: If
retrieval of personal events involves semantic knowledge, including
knowledge about specific people and things, why does the PM network
seemingly dominate this process? Consider that, when recollecting an
autobiographical experience, we often first focus on recall of situational
or contextual details, and sustain this representation throughout the

Fig. 1. Reinstatement of a specific event representation in cortico-hippocampal networks. The process of recalling a particular event or episode often begins with the
construction of a situation model, here a birthday dinner at a restaurant. We propose that such a situation model, informed by your schemas of a birthday celebration
and dining at a restaurant, are constructed by posterior-medial cortical areas (blue). The situation model is populated with local entities, such as drinks, snacks,
friends, and a table. We propose that these local features are represented in anterior-temporal cortical areas (red). Through interactions with the hippocampus, these
two cortical networks are able to sharpen their activity patterns into a representation of a specific event such that specific people, foods, and drinks are recalled in a
particular arrangement at a particular table and a particular restaurant. Moreover, the hippocampus facilitates the integration of information across the two
networks. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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experience of remembering local entities. The recollective process
usually prioritizes placing these people or things in a particular event
context, rather than abstractly contemplating their characteristics.
Though the PM network seems to be heavily engaged in auto-
biographical retrieval, we predict that the relative balance of PM and
AT involvement depends on the content being retrieved. For instance,
one can easily conceive of cases in which goal-directed auto-
biographical memory retrieval processes can shift focus to knowledge
about specific people or things (e.g., recalling the occupation of the
person that you met at the party; see Renoult et al. [88]; Viskontas et al.
[89]).

Sheldon and Levine [90] recently reported results that align well
with the above account. Briefly, in this study, participants were tasked
with creating mental representations under conditions of auto-
biographical retrieval, generating a spatial framework, or relating
conceptual/perceptual features of objects. The authors seeded anterior
and posterior hippocampal ROIs, and examined interregional correla-
tions during these three task conditions. Autobiographical retrieval
largely drove anterior hippocampal correlations with PM areas, in-
cluding precuneus, angular gyrus, medial prefrontal cortex, and PHC.
Spatial retrieval drove both anterior and posterior hippocampal corre-
lations, which similarly included PM regions. Given our perspective
outlined above, it makes sense that spatial cognition would recruit a
similar network of PM brain areas involved in reconstructing past ex-
periences. Interestingly, conceptual retrieval drove hippocampal cor-
relations (mostly anterior) with AT regions such as the temporal pole
and insula. Thus, in this case, the hippocampus demonstrated a distinct
correlational structure as individuals were tasked with elaborating
about a local entity rather than its place in a situation or a spatial
framework. Overall, this is highly consistent with a role for the hip-
pocampus in interfacing between distinct cortical networks in orches-
trating cognitive processes, flexibly adapting its functional relationships
to suit the task at hand.

Coming back to the concept of semantic and episodic auto-
biographical memory, the key idea is that there are different forms of
knowledge supported by the PM and AT networks. During the experi-
ence of an event, we envision unique patterns of activity in these net-
works associated with the processing of specific situations or people.
Going back to the CLS framework, however, we can expect that the PM
and AT networks exhibit overlapping representations of similar situa-
tions and entites, respectively (i.e., overlapping PM representations of
birthday parties and overlapping AT representations of birthday cakes).
Thus, if hippocampal pattern completion were to fail, one would pri-
marily generate semantic information during retrieval. If successful,
however, hippocampal feedback could lead these networks to approx-
imate the specific pattern of activity associated with the event in
question (see Fig. 1).

There is one interesting area of autobiographical memory research
that we have not yet addressed—many researchers have argued that
self-knowledge (or personal semantics), can be differentiated from
knowledge of others [91]. Adding further complexity to the issue, there
may be an important distinction between “experience near” personal
semantics that are tied to particular events and “experience far” se-
mantic knowledge that is not tied to any event Grilli and Verfaellie
[133]. Although a deep exploration of this issue is beyond the scope of
this paper, it is notable that a review by Grilli and Verfaellie (2018)
pointed out that patients with amnesia often show specific deficits in
personal semantic memory that is tied to particular events, whereas
deficits in memory for autobiographical facts was generally observed
only in a subset of patients with damage extending to regions of the AT
network. Other evidence has suggested that ventromedial and medial
frontopolar PFC might play a role in reflection on self-related char-
acteristics [92], and that this process might depend on “simulation”
(i.e., activation of a self-relevant situation model) that additionally
engage the PM network [93].

4.4. Memory specificity and distortion

Across many paradigms, researchers have found that people can
confidently endorse new information as having been studied [94], and
people can even voluntarily generate memories for events that did not
happen [95]. In some cases, this involves actively presenting partici-
pants with conflicting information (e.g., framing recall cues such that a
viewed stop sign in a video was later remembered as a yield sign; [96]),
whereas in other cases mere contextual associates among studied items
(e.g., presenting subjects with novel words that are semantically related
to those studied [94]) leads to this phenomenon. Traditional theories of
memory would describe these phenomena as simple errors that reflect a
relatively weak response criterion Miller and Wolford [134], or a close
match between an unstudied foil and the average of several studied
items (e.g., [97], but it has become clear that these accounts cannot
explain the results from the paradigm described in [94], let alone the
range of memory distortions seen in a broader range of paradigms
[98]).

Drawing from our account of cortico-hippocampal networks, we can
consider a few sources of memory errors. The simplest account, in cases
of false item recognition, can be that processing of multiple items that
share similar features can activate a shared conceptual representation
supported by regions in the AT network, thereby supporting fluent
processing, and attributions of familiarity to a similar, but nonstudied
item [70,99–101]. Another source of memory distortion, however, can
arise from overreliance on PM-mediated representations. For instance,
during processing of a thematically-related word list (e.g., smoke, beef,
backyard), we would expect activation of contextual representations
that could lead one to generate a situation model (“barbecue”) during
encoding. In this case, processing of a novel, but contextually-related
item (“grill”), reactivation of this situation model might lead one to
confidently infer that the item was previously encountered, a phe-
nomenon known as gist-based memory distortion [96,102,103].

We can consider the line between memory retrieval and memory
accuracy as reflecting the balance between different types of informa-
tion. Overreliance on a PM-mediated situation model could lead one to
erroneously ignore local details that are inconsistent with past experi-
ences, whereas overemphasis on local features may lead one to mis-
attribute fluent processing to having previously encountered a parti-
cular item [104]. The hippocampus can play a key role in mediating the
balance by constraining the activation of AT and PM network re-
presentations, thereby enabling accurate recollection of details pro-
cessed in a specific spatiotemporal context. Even in case of relatively
accurate recollection, however, presentation of novel, but situationally-
consistent information [96] could lead to modification of the existing
memory trace or the formation of a new, competing cortico-hippo-
campal memory trace. Whether the memory is updated, or a new trace
is formed, we would expect that processing of new, situationally-con-
sistent information to lead to memory distortions, via the same cortico-
hippocampal circuitry that supports accurate recollection.

5. Alternative accounts and currently unresolved issues

The foundation for our review has been that there is a broad base of
reliable findings from cognitive neuroscience that can be linked with
cognitive processes that support memory. Our interpretation of these
findings has been guided by multiple theoretical accounts, including the
CLS and BIC models, and by the “PMAT” framework [4,46,105], which
suggests complementary contributions of the PM and AT networks
cognition. We note that there are related, plausible accounts, however,
that speak to similar issues. For instance, Robin and Moscovitch [106]
recently proposed a model arguing for a gradient of memory specificity
along the hippocampal longitudinal axis, extending into anterior and
posterior cortical areas. Specifically, the posterior hippocampus is
thought to support memory for details, whereas the anterior hippo-
campus is thought to support broader gist-like representations.
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Following this hippocampal gradient, posterior cortical regions are
proposed to represent specific perceptual details, whereas anterior re-
gions are proposed to represent general, gist-based information. This
model also explicitly posits a specific role for ventromedial prefrontal
cortex in supporting schemas, in line with proposals by Schlichting and
Preston [107]. Robin and Moscovitch [106] argue that hippocampal
specificity gradients are of central importance, and that this drives
distinctions in connected cortical areas rather than information content
per se. Conversely, PMAT proposes that anterior and posterior cortical
regions involved in memory are largely distinguished by the types of
information supported (i.e., entities versus situational representations).
Although the PM and AT networks would be expected to differentially
interact with the anterior and the posterior hippocampus [47,108,135],
the PMAT model proposes that the basis for differences between the
two networks goes beyond the direct influence of hippocampal speci-
ficity gradients. Though a full exploration of this issue is beyond the
scope of the present review (and calls for empirical studies), we believe
these models to be largely complimentary. For instance, representation
of situation models in PM regions could be viewed as more granular
than representations of local features in AT regions. However, predic-
tions about the primary direction of influence between the hippo-
campus and neocortical areas differ. Future studies can be designed to
elaborate on the extent to which cortico-hippocampal interactions are
driven by generality/specificity versus the manner of information being
represented. It is certainly possible that, to an extent, both phenomena
are at play.

A recurrent theme in the frameworks described above is that both
make reference to the role of schemas. Schemas have been the focus of
many recent studies of perceptual and mnemonic processes [83]. The
most frequently discussed candidate region supporting schemata is
ventromedial prefrontal cortex [83,106,107], though others have sug-
gested – as we do here – that regions of a broader PM network may be
involved [109]. Proposals for the function of schemas in guiding deci-
sions [110,111], facilitating inference [112]; [83], and expediting re-
trieval [113] have been put forward.

Making sense of these different ideas is complicated by the fact that
the meaning of a “schema” is ambiguous. Some have used the term to
refer to a collection of associated features or concepts, whereas others
reserve the term to refer to structured knowledge about events and si-
tuations. In future studies, it will be important for researchers to clarify
their operational definition of a schema, and furthermore to flesh out
situations in which it is (and is not) useful to think of cognitive or
neural processes as involving schema. The types of cognition that are
influenced by a schema, and the underlying neural substrates might
critically depend on the way in which a schema is operationalized in a
given study.

We believe that it may be useful to think of a “schema” in reference
to a class of situations that specifies the roles of, and relationships
amongst, particular individuals, thereby enabling predictions about
what is likely to occur in the near future. One can define “context” in
terms of a particular place or situation, and the schema, along with
context-specific cues, can be used to generate a situation model which
guides processing of the event. For example, while ordering espresso at
a café, the available cues at the café can trigger activation of a schema
for the general experience of being in a café. The schema, along with
features of the specific café and its inhabitants can be used to generate a
situation model which enables predictions about roles and likely se-
quences of events. In this example, the situation model would allow us
to infer that the customer will give money to the cashier, the barista
will make the espresso, and customer will drink it.

Another issue warranting further investigation is the relative im-
portance of spatial information in memory [114]. The hippocampus
and a majority of regions comprising the PM network are reliably en-
gaged during active navigation [115,116], and to a lesser extent, during
scene perception [117,118]. Echoing the ideas of O’Keefe and Nadel
[25], Robin et al. [119] argued that spatial context plays a privileged

role in episodic memory, and in representation of memories by the
hippocampus and PM network. At the same time, considerable evidence
suggests that these areas might encode dimensional information that is
used to understand and represent particular events and situations, ra-
ther than simply locations within a 3-dimensional environment Ei-
chenbaum and Cohen, 2014. For example, a recent study by Con-
stantinescu et al. [120] reported that hexagonally-distributed fMRI
adaptation signals, previously taken as evidence for “grid-cell-like”
responses in human virtual reality navigation studies [121], may also
carry information about abstract feature space in PM regions. Specifi-
cally, they report “grid-like” signals encoding conceptual knowledge
about the relative length of legs and necks of birds. A study by Mack
et al. [122] found similar evidence for abstract feature space re-
presentations in the hippocampus using complex objects (in this case,
beetles separated into classes based on antenna and leg configurations).
In a similar vein, Tavares et al. [123] reported that activity in the
hippocampus and PM network tracked distances from oneself and
others in a two-dimensional space defined by social characteristics of
Power and Affiliation.

Though further studies are necessary to come to a fuller under-
standing of these findings, they may suggest that space is not especially
privileged among types of contextual information. However, it is pos-
sible that temporal and spatial context together play a key role in dis-
covering the behaviorally-relevant features of the current situation
[26]. For instance, people tend to use statistics derived across experi-
ences within a recent time window in order to ascertain the relevant
feature space in complex decision tasks [124,125].

Although many arguments about spatial representation focus on the
hippocampus (and to a lesser extent, the PM network), it is important to
note that some findings highlight a role for the PRC in spatial cognition.
For instance, Connor and Knierim [126] argued that PRC, in concert
with the lateral entorhinal cortex and hippocampus, collectively form
an “external navigation” system that represents information about local
landmarks and their spatial relationships. The Connor and Knierim
model was designed to account for a relatively narrow range of findings
about PRC in the context of perception and free foraging tasks, and it
does not address a broad range of tasks that show preferential re-
cruitment of PRC, along with other regions in the AT network. None-
theless, their model highlights the fact that, rather than being totally
independent, in many situations, the PM and AT networks may heavily
interact with one another (via reciprocal connections between lateral
and medial entorhinal cortex), and with modality-specific cortical re-
gions. Thus, it may be insufficient to consider whether “spatial” in-
formation plays a privileged role in memory, and instead, it may be
necessary to consider how kinds of representations may be brought
together to accomplish particular tasks.

6. General conclusions

Many researchers have argued about whether neuroimaging, and
more broadly, cognitive neuroscience, can explain anything about
human cognition [127–129]. This debate is, in our opinion, based on
the flawed premise that there should be a one-way flow of information
from neuroscience to cognitive psychology. The present review shows
how ideas derived from cognitive neuroscience can be accommodated
with, and potentially provide insights into, findings, phenomena, and
controversies in the psychology of human memory. The significance of
the data goes beyond simple models that only make predictions about
behavior. We believe that the field has reached a point where re-
searchers can promote unified models of cognition and brain function
that make predictions at both the behavioral and neural levels [130].
Although our knowledge is still quite limited, we are optimistic that
major advances in our understanding of memory will come from a
understanding the functional organization of the cortico-hippocampal
networks that collectively support the process of remembering.
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