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We need Innovation. Fast.
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But implementation is slow

Year
1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 2016 2018 2020 2022 2024

Frequency

1. Problem description

2. Proposal of model/solution

3&4. Model prototyping & Model * 9+ 9 o o o0 0000000000 .......

development

“ 5. Model validation . . o o
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a 6. Real-time model testing S - = P -
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-~ 7. Workflow integration — &

8. inical outcome evaluation » . a2 L L - @ o0

9. Model integration

% Berkhout et al (2025). Operationalization of artificial intelligence applications in the
TUDelft Intensive Care Unit: A systematic review. JAMA Network Open



Due to frequent Al-workflow mismatches

s Zicari et al (2021). On assessing trustworthy Al in healthcare. Machine learning as a supportive tool
TUDelft to recognize cardiac arrest in emergency calls. Frontiers in Human Dynamics, 3, 673104. 4
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And no studies on Ethics In practice

Adoption of WHO ethical principles across original studies: global proportions
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WHO Ethical Principles

1(!U Delft Ihhadouchen et al (2025). Responsible artificial mtelllgence in healthcare:
a systematic review on the use of ethical principles in the development and deployment of artificial mtelllgence



What we need: Responsible Al by design

| # Spcietal challenges
* Existing technology and

* Al values: autonomy, no
harm, fairmess,

systems explicability
& Values and needs of s S0Gs
stakeholders

* Case-specific values

Context Value
analysis identification

. Empirical investigations

@ Conceptual investigations

@  Technical investigations

Prototyping Design
requirements

* Build protatypes
embodying relevant values
* Small-scale testing

* lnvolve users and relevant
stakeholders

* Translate values into
design requirements

* Both process and product
requirements

* Al45G factors as guiding

Norms
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Through Collaborations

“]
TUDelft | Al Initiative
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Through collaborations

Convergence Centre for
Responsible Al
in Health Care

BN

(‘/; :b \\\, WHO Collaborating Centre
Vi 13 )y onAl for health governance,
ENSb7 Y2 including ethics
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For more actionable Al systems

7 H1: Sepsis

Clinicians :
EHR System
Observation (EPIC)

‘O Data

Patient

—)

Lab Test Recommandation

Lactate

Creatinine

Risk Scor

100 7

4 Zhang et al (2024). Rethinking Human-Al Collaboration in Complex Medical
TUDelft  Decision Making: A Case Study in Sepsis Diagnosis. CHI 24, p. 1-18 10



Based on Shared Data
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Validated by Common Standards
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